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Abstract. Human behavior data provides essential feedback information for
architects to improve a human-centered indoor light environment design.However,
architects have difficulty capturing the complex, multidimensional, and unpre-
dictable behavior of humans, often struggle to get users’ feedback on time in the
schematic phase. This paper proposes a new virtual reality-based behavioral mea-
surement and assessment tool that quantitatively collects and analyzes individual
behavioral data, including travel trajectory, travel time, and gaze points, to reveal
user experience and interaction of light, aiming to better help architects get timely
feedback from users and create human-centered indoor light environment designs
in the scheme optimization phase. To showcase this tool, we utilize an exhibition
hall of a museum design as an illustrative example. The experiment demonstrates
the feasibility of the proposed tool, and its results suggest that different lighting
schemes influence human behavior patterns and that the introduction of natural
light usually stimulates more movement. The developed virtual reality tool pro-
totype provides valuable visual information and statistics for analyzing human
behavior and evaluating indoor light environment design schemes.
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1 Introduction

Human behavior data is essential feedback information for architects to provide and
improve a human-centered indoor light environment design [9]. If the complex, mul-
tidimensional, and unpredictable human behavior in indoor spaces can be accurately
captured before a building is constructed, it will provide architects with efficient context-
based behavioral feedback information and alleviate the architects’ labor for light envi-
ronment design optimization [5]. Therefore, measuring and analyzing the interaction of
user behavior with the light environment in building interior spaces has long been an
important challenge affecting stakeholder engagement.
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Previous studies on human behavior analysis usedmulti-agent-based behavioral sim-
ulation and field observation using manual labor or monitoring techniques (e.g., camera,
Wi-Fi, UWB, Bluetooth) [10]. They either fail to simulate realistic complex and fine-
grained behavior or require strict field experiments, rely on a physically built environ-
ment, and are challenging to use in the schematic design phase. Recent emerging virtual
reality technology has revealed the possibility of overcoming the previous limit, provid-
ing individuals an immersed interactive virtual environment that is highly similar to real
[2]. For one, highly experimental controlled VR not only allows for rapid construction
and modification of virtual scenes but also for the automatic collection of more accurate
behavioral data [6]. For another, flexible control of experimental sites and time expands
the VR experiment data sample and increases sampling heterogeneity [3]. Specifically,
by controlling light factors related to human behavior in the virtual environment, design-
ers can measure behavioral responses for quantitative analysis, an important source of
data for the optimization stage of a -centered indoor light environment design.

Taking these advantages, this paper proposes a new VR-based behavioral measure-
ment and assessment tool that quantitatively collects and analyzes individual behavioral
data, including travel trajectory, travel time, and gaze points, to reveal user experience
and interaction of light, aiming to better help architects create user-centered indoor light
environment designs in the scheme of design and optimization phase. This new VR
tool provides a platform for participants to freely roam through multiple virtual indoor
light environment scenarios while recording their movements and views at high speed
and accuracy. Combining real-time realistic rendering in this tool, designers could obtain
accurate participants’ immersed feedback and their behavioral interaction data in a close
to the realistic indoor light environment.

2 Methodology

The workflow for feedback design using the proposed VR-based system is divided into
five steps (Fig. 1). First, architectural models and lighting settings are prepared in 3D
modeling software. Second, this design content is converted into a realistic-rendered VR
environment using the proposed VR system. Then, volunteers are recruited to use head-
mounted display (HMD) devices to experience the immersive virtual environment with
the design content. Next, users provide their VR feedback through questionnaires, and
the behavioral analysis results are obtained from the proposed VR system. Finally, with
user feedback, architects can optimize their designs to accommodate user preferences
and needs.

The experimental building is modeled in 3D modeling software (e.g., Revit). The
model contains the basic structure of the architectural space, including walls, floors,
ceilings, columns, windows, furniture, etc. The lighting setup is commissioned in 3D
modeling software (e.g. 3dmax) to simulate a realistic light environment. All this infor-
mation can be exported as an FBX file and then imported into the Game engine (e.g.
Unity) [4].

The proposed VR system is designed to record information about the user’s behavior
in a virtual scene as close to reality as possible, including travel trajectory, travel time,
and gaze points. To achieve this aim, first, when importing the 3d model into Unity,
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Fig. 1. Workflow of feedback design using the proposed VR-based system.

we use a rendering module (e.g., Universal Render Pipeline (URP)) to add missing
information such as material types and properties (e.g., reflections, shadows, etc.) to
create an immersive virtual space and achieve real-time realistic rendering. Second, we
write code in Unity to record information about the participants’ behavioral data and
then write visualization scripts to show the results of the behaviors in the building layout.

The data collection contains behavior data from the VR system and subjective data
from the questionnaire. For the former, as the participant roams through the virtual
scene using the HMD device, the participant’s position, head rotation, and timestamp
in milliseconds are recorded in Unity. Also, the coordinates of the participant in space
and the coordinates of the point where the participant’s line of sight intersects with the
spatial entity are obtained based on these data. Thus, the system collects three types of
behavioral data: travel trajectory, travel time, and gaze point. By visualization scripts,
these behavioral data can be displayed directly in the building layout from different
views.

Since human feedback to the light environment is a complex cognitive process that
requires a combination of multiple evaluation results to be predicted [7]. Therefore, in
the proposed workflow, in addition to themeasurement of human behavioral information
by the proposed VR system, we also employ some traditional scales and questionnaires
together. The proposed VR system can measure implicit visual physiological data, the
questionnaire can assess the overall experience of the VR system, and the positive and
negative affect scale (PANAS) can assess the emotional behavior of the participants [7].

The apparatus in this study include an HMD system (HTC-Vive 2016) and a desktop
computer. In the experiment, participants will remain in a standing position and can
move forward, backward, left, and right through the experimental scene at a speed of
1.25 m per second via the controller of the HTC-Vive (Fig. 2). The display resolution
for both eyes was 2160*1200 pixels and the display screen refresh rate of 90 Hz.

The procedure of the experiment consists of five parts:

• Preparing experimental scenarios of the different indoor light environments in the
same model.

• Introducing the overview of the experiment to the participants and making sure they
are acquainted with the HMD device.
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Fig. 2. A participant using a the proposed system and b its interactive components roaming in an
immersive virtual environment.

• Each participant will enter all experimental scenarios in turn, and there is a 5-min
break for scene transitions. The order of the experimental scenes was randomized for
each participant.

• Letting them roam freely in the experimental scene without their knowledge for a
period determined by themselves.

• Letting the participants fill in the questionnaires including their basic demographic
information, the simulator sickness, VR-based system evaluation and PANAS scale.

3 Experiments and Results

To showcase this tool, we utilize an exhibition hall of a museum design as an illustra-
tive example. First, we prepared and constructed two contrast indoor light environment
design schemes in 3D modeling software and then translated the 3D models into a
VR environment with realistic rendering. Next, 10 participants were invited to roam in
the spatial schemes and finish a questionnaire of their features and experiences after-
ward. Andmeanwhile, this VR systemwill record participants’ positions, head rotations,
and timestamps in milliseconds in the game engine. Then, by extracting three types of
behavioral data, including travel trajectory, travel time, and gaze points, participants’
path, area of interest, and gaze points were mapped of visualization. Finally, combined
with participatory feedback from user questionnaires and visualized behavioral results,
designers can compare and evaluate different indoor light environment design schemes
for optimization.

Wedesigned a virtualmodel of amuseumgallery space 16m long, 10mwide, and6m
high, with a total area of 160 m2, with dimensions similar to the actual exhibition space.
There are 11 virtual booths (with exhibits) in the space. The wall and ceiling materials
simulate latex paint and the floor materials simulate a non-glossy wooden floor. The
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gallery includes a 25 m2 top skylight and four sets of light fixtures, each consisting of
three spotlights. Figure 3 shows the floor and profile of the designed virtual showroom.
The artificial lighting is top directed with a color temperature of 3300 K and a color
rendering index (cri) of 90. The natural lighting conditions are simulated as the sun’s
position at 14:00 at the same time of the year (the clear day on December 22) in the same
location (Tokyo, Japan). In scenarios A and B, the exhibition halls were designed for
artificial lighting, and mixed lighting (artificial lighting together with natural lighting),
respectively (Fig. 4).

Fig. 3. a Floor and b section drawings of designed virtual exhibition space.

Fig. 4. Lighting scenes in the experimental exhibition hall: a scenario A with artificial lighting
and b scenario B with mixed lighting.

A total of 30 participants (15 female and 15male)with backgrounds in environmental
design participated in this experiment, aged between 20 and 30 years old. Participants
were unaware of the experimental scene in advance and were informed of the potential
risks that could be present in the experiment.

All the participants completed the questionnaires at the end of each scenario, includ-
ing their basic demographic information, the simulator sickness, VR-based system eval-
uation, and the positive and negative affect scale (PANAS). None of the subjects reported
any discomfort or were asked to stop the experience. In the evaluation questionnaire for
the VR-based system, 90% of the participants reported that the virtual architectural envi-
ronment was realistic and immersive, while 73.3% reported that the lighting simulation
in the virtual scenes was similar to the real scenes and 6.7% felt that the lighting render-
ing in the virtual scenes was not realistic enough. In addition, 93.3% of the participants
found the interaction logic of the controllers in the system easy to understand, while



192 Y. Li et al.

6.7% of the participants felt that the device took some time to get up to speed. Finally,
26.7%, 63.3%, and 10% of the participants believed that their behaviors performed with
the VR system and HMD device in the virtual scene will be consistent, similar, and
different, respectively, from those performed in the same scene in the real world.

The results of the PANAS questionnaire revealed that the majority of participants
(63.3%) preferred mixed lighting (artificial and natural lighting). It is worth noting that
73.3% of the participants felt that artificial lighting was more conducive to focusing on
the exhibit itself, and 86.7% of them felt more active, interested, and inspired in the
artificial lighting scenario. In addition, 10.0% of the participants felt slightly nervous in
the artificially lit scenes.

Travel trajectories are recorded at a frequency of one route point every 0.2 s. Each
participant’s route trajectory and travel time are recorded individually. Based on these
data, we can analyze the trajectories and travel areas of interest individually or collec-
tively. Figure 5a and b shows the travel trajectories and travel time of a participant in
scenarios A and B. Figure 5c and d shows the summary of trajectories of all participants
in scenariosA andB.As the dwell time increases, the transparency of participants’ trajec-
tory points gradually decreases. The average travel time for all participants in scenarios
A and B were 489 and 378 s, respectively.

Fig. 5. Travel trajectories example of a participant in a scenario A and b scenario B and the
cumulative trajectories of all participants in c scenario A and d scenario B.

The collected gaze point data can analyze which objects or information in the virtual
environment attract the participants’ attention.The frequencyof gazepointswas recorded
once in 0.2 s. To better demonstrate the distribution of gaze points in space, we set up 3
different camera views. Figures 6 and 7 show the gaze points of one participant and the
cumulative gaze results of all participants from three perspectives in scenarios A and
B. As the dwell time increases, the transparency of participants’ gaze points gradually
decreases.
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Fig. 6. A gaze points example of a participant from three perspectives in scenario A (a) and
scenario B (b).

Fig. 7. Cumulative gaze results of all participants from three perspectives in (a) scenario A and
(b) scenario B.

4 Discussion

This study uses the proposed VR system to record behavioral data while participants
can walk and watch freely in the 3D space constructed by the game engine, which
facilitates the analysis of participants’ behavioral patterns under different light environ-
ment scenario simulations. Human behavior analysis based on VR technology applied
to feedback-based design studies of indoor lighting environments is not common in
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previous related studies [8]. The results of the participant’s questionnaire on VR-based
system evaluation showed that the majority of people considered the system to be able
to simulate virtual and real scenes and behaviors under the scenes more consistently,
while being easy to operate. Therefore, the application of the proposed VR tool to the
study of feedback-based interior light environment design is feasible, easy to use, and
effective.

The results of the PANAS questionnaire on this and lighting preferences in the
physical environment are consistent with previous studies [1]. Therefore, to meet the
lighting preferences of users, design teams can provide more opportunities for natural
light-harvesting in the experimental virtual environment. The results for the different
emotional behaviors exhibited by participants in different light environments suggest
that first, for some valuable and time-consuming exhibits, designers can use artificial
lighting solutions to provide users with a focused atmosphere. Second, the partially dark
light environment in the artificially lit room caused discomfort for a few users. Since to
reduce the harm of light on the exhibits, the artificial lighting design guidelines suggest
minimizing the illumination of the light source without affecting the normal activities
of the occupants.

As shown in Fig. 5c, in the mixed lighting scene, the pedestrian trajectory points are
more chaotic and relatively abundant in pedestrian trajectories. In Fig. 5d, in the artificial
lighting scene, there are more highlighted stopping points which indicate that the fixed
time of a single stopping point is significantly longer than in the mixed lighting scenes.
In addition, we can observe some regions of interest, which are regions consisting of a
high density of footprint points in Fig. 5c and d. In the artificial lighting scene, many of
the regions of interest are near the exhibit in the center of the room, while the distribution
of the regions of interest in the hybrid lighting scene is more uniform. These suggest that
people in the hybrid lighting scenes prefer motion-based dynamic viewing behaviors,
while the artificial lighting scenes tend to focus on stopping behaviors.

As shown in Fig. 7a, the gaze points in the artificial lighting scene weremore focused
on the exhibits, with almost no gaze points outside the illuminated range of the artificial
light. In contrast, in Fig. 7b, the mixed lighting scene had a wider range of gaze points,
with gaze points on the ceiling orwall caused by looking up or around. In addition, Fig. 7a
has relatively more gaze points with low transparency, which implies that participants in
the artificial lighting scene have longer single-point gaze time. Interestingly, the average
travel time of all participants in the mixed lighting scenes was 29% higher than in
the artificial lighting scenes. This suggests that natural light has a negative impact on
participants’ gaze duration, but a positive effect on pedestrians’ willingness to stay in
space.

Taken together, these results suggest that different lighting schemes have an effect
on human behavior patterns and that the introduction of natural light usually stimulates
more movement. Therefore, architects can design the light environment of the exhibition
hall according to the exhibits’ viewing characteristics and the desired viewing behavior.

The generic VR system presented in this study provides a systematic approach to
collecting user behavioral information and preferences using immersive virtual environ-
ments, and such data collected can be used to improve the design of buildings based
on user preference feedback. There are still some limitations. First, the proposed VR
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system makes it difficult to measure and evaluate the group behavior of humans. The
current experiment only allows one person to roam in the venue, therefore, the method
does not simulate the interactive behaviors, such as avoidance and gathering, that occur
in a real environment with multiple people in the same space. Secondly, this experiment
was only a control experiment for the lighting method (artificial and mixed lighting). In
the complete light environment design, there are several light environment parameters
(such as booth illumination uniformity, light color temperature, light source direction,
etc.) that have not been further experimentally verified. It is possible to extend other light
environment factors to collect user feedback-based behavioral information for designing
detailed architectural lighting solutions suitable for users’ needs and preferences. Third,
the current tracking for the gaze point is based on the result of the center point of the line
of sight, ignoring the situation of the gaze point shift due to the possible eye rotation in
practice. Finally, the proposed VR system has only been experimented on fully virtual
scenarios to verify its feasibility. In the future, controlled experiments with real sites and
realistic rendered virtual scenes should be introduced to better evaluate the effectiveness
of this VR system.

5 Conclusion

This paper presents a generic tool for collecting user behavior information (including
travel trajectories, travel times, and gaze points) in an immersed indoor light environment
based on virtual reality technology. By capturing and analyzing this information and user
feedback, designers can translate this information into design boundaries promptly to
ensure human-centered indoor light design. To demonstrate how to use our proposed
VR system for feedback-based design in the schematic phase of a building, we showed
an experiment in which we collected and analyzed behavioral data from 30 participants
in artificial and mixed-light environments. The results showed that the VR system can
collect and analyze human behavior data of walking, staying, and watching, and showed
participants were willing to stay longer in the space under mixed lighting. The results
of this study can help architects get timely feedback from users so that they can create
spaces focused on the needs and preferences of end-users and improve user satisfaction,
rather than just designing according to laws and codes. In future research, we will
introduce eye-tracking as well as controlled experiments on real sites to further develop
and validate the proposed VR tool.
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