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Abstract. Although thewindmicroclimate andwind environment play important
roles in urban prediction, the time-consuming and complicated setup and process
of wind simulation are widely regarded as challenges. There are several methods
to use deep learning (DL) models for wind speed prediction by labeling pairs of
wind simulation dataset samples. However,manywind simulation experiments are
needed to obtain paired datasets, which is still time-consuming and cumbersome.
Comparedwith previous studies, we propose amethod to train aDLmodelwithout
labelling paired data, which is based on Cycle Generative Adversarial Network
(cycleGAN). To verify our hypothesis, we evaluate the results and process of the
pix2pix model (requires paired datasets) and cycleGAN (does not requires paired
datasets), and explore the difference of results between these two DL models and
professional CFD software. The result shows that cycleGAN can perform as well
as pix2pix in accuracy, indicating that some random city plans image samples and
randomwind simulation samples can train surrogatemodels as accurate as labelled
DLmethods. Although the DLmethod has similar results to the professional CFD
method, the details of the wind flow results still need improvement. This study
can help designers and policymakers to make informed decisions to choose Dl
methods for real-time wind speed prediction for early-stage design exploration.
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1 Introduction

The Wind environment is an important factor in urban microclimate studies [1]. Since
1930s, the Navier–Stokes equations have been used for calculating fluid dynamics prob-
lems, which enable people to use mathematical equations to simulate the principles of
fluid mechanics [2]. The development of computer technology increased the develop-
ment of three-dimensional methods. Until now, Computational Fluid Dynamics (CFD)
simulation is regarded as one of the most popular and useful methods for urban wind
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environment studies but is usually complicated and time-consuming, which is widely
regarded as a challenge [3]. In 1999, the advent of Fast Fluid Dynamics (FFD) proposed
by Jos Stam [4] addresses this challenge to some extent [5]. FFD is a technique for
solving the incompressible Navier–Stokes equations and it is developed for real-time
fluid visualization in the video and gaming industry, consequently, which has the advan-
tage of being very fast to run and simple to code [6]. Since the 2000s, Deep Learning
(DL)methods have been implemented in predicting the wind environment, providing the
possibility to analyze or predict the urban wind environment much faster [7]. Although
some research on simulating and predicting the urban wind environment based on GAN
and FFD has been proposed [5], a large number of wind simulation experiments are
needed to obtain paired data sets, which is a complex and time-consuming process for
data preparation and labeling [8]. CycleGAN is a new technique that involves the auto-
matic training of image-to-image translation models, without paired examples. It has the
advantage of training models in an unsupervised manner using a collection of images
from both source and target domains that do not need to be related in any way [9]. How
to achieve a workflow that can produce wind speed predictions without preparing paired
datasets remains a challenge.

Themain purpose of this article is to find amore convenient DLworkflow, rather than
improve the accuracy of existing simulation software. Comparedwith the previous study,
we choose the cycleGAN model, which doesn’t require paired and labelled datasets.
Designers input only random city samples, and randomwind simulation samples, which
are not matched. To verify our hypothesis, we evaluate the results accuracy of two
different GAN models, pix2pix and cycleGAN, aiming to find a fast and easy workflow
to generate high-quality results for city block wind prediction. Besides, we compare
the results with CFD simulation results concurrently to discover the advantages and
limitations of this method.

2 Related Work

Many studies successfully used machine learning and the DL method to investigate
wind characteristics and wind effects on buildings and the urban environment (e.g.,
wind flow, wind pressure, and wind-induced responses) [8]. The large full flow fields
data of CFD simulations has sparked interest in applying deep neural networks (DNNs)
for fast approximations to computational fluid dynamics. DNNs were firstly applied to
surrogate modelling and realize design exploration [10]. Convolutional neural networks
(CNNs) can perform better than DNNs in the design exploration domain because they
represent non-linear input and output functions while extracting spatial relationship [5],
such as Jin’s prediction of the velocities filled around a circuit cylinder [11].

The advent of Generative Adversarial Networks (GANs) greatly reduces the cal-
culation cost and time and produces minor error results by learning the characteristics
of paired samples [12, 13]. Kim develops a kind of GAN model, called Generative
Adversarial Imputation Network (GAIN) to impute the unmeasured velocities around
buildings [8]. He Yi develops a hybrid framework for rapid evaluation of wind velocity
around buildings through parametric design, CFD simulation and machine learning on
Pix2pix [14]. Mokhtar used cGAN and Pix2pix for pedestrian wind comfort estimation
[15].
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The studies above highlight the potential of deep learning networks in learning and
predicting the wind environment. As discussed in the introduction section, labeling
datasets is a cumbersome process, a large number of paired maps of urban block pro-
totype plans and corresponding wind simulation results sometimes are hard to prepare.
CycleGAN model is a kind of unsupervised model for image-to-image translation that
doesn’t require paired datasets, which makes it possible for faster dataset collection [9].

In contrast with previous work, our focus is to verify whether unsupervised methods
that don’t need labeleddatasets can also realizewindprediction. In this study,wecompare
the performance of two different GAN models, a supervised model (Pix2pix) and an
unsupervised one (cycleGAN) in theDLmethod forwind velocity simulation. The aim is
to find a faster workflow to generate datasets without labelling and obtain better training
results in a shorter time. Compare with the supervised model, this workflow enables
designers to train the unsupervised model for wind environment prediction faster and
easier.

3 Method

The research workflow of this paper is shown in Fig. 1. The process can be divided into
3 steps: (1) dataset preparation, (2) pix2pix model and cycleGAN model training, (3)
comparison of the results from these two models. We use Houdini to generate city block
plans and perform wind simulation in step2, and train the current DL model in Google
Colab in step2. Finally, we observe the training loss and FID value of two models in step
3, the focus of our study, aims to evaluate the performance of these two models and to
find a faster workflow for city wind velocity prediction.

3.1 Data Preparation for the Pix2pix Model and CycleGAN Model

The main difference between the pix2pix model and the cycleGAN model is the use of
labelled datasets. The former uses labelled input and output data, while the latter does
not [16]. Pix2pix is a kind of supervised model that’s defined by its use of labelled input
and output datasets, it is composed of a generator and a discriminator. These datasets are
designed to train or “supervise” algorithms into classifying data or predicting outcomes
accurately [17]. A cycleGAN model works on its own to discover the hidden pattern
in the dataset without the need for human intervention. It is trained in an unsupervised
manner using a collection of images from the source and target domain without a one-
to-one mapping between the source and target domain that does not need to be related
or paired in any way [9]. Compared to supervised models such as pix2pix, it is more
convenient and faster to create a large dataset, and we don’t need to make paired datasets
samples and label them.

There are two sets of datasets for these two models, datasets 1 (D1) is for pix2pix
model training, which contains input (train A) and output (train B) datasets. Train A are
city block plans and train B are their corresponding wind simulation results, the A and B
images are paired and matched. Datasets 2 (D2) is for cycleGAN model training, which
also contains train A and train B, but they are random and not matched.
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Fig. 1. The whole workflow of comparing two DL models for wind prediction in this study

In this study, we choose Houdini parametric modelling to prepare city blocks and
generate wind velocity simulation, as Houdini has a good synergy inmodelling andwind
simulation for our comparative experiment. Firstly,weuseHoudini parametricmodelling
method attached to the PDG system to generate city blocks prototype plans. The PDG
system provides a rich set of stock nodes to enhance productivity, which can generate
a great number of datasets automatically in a short time [18]. Every generated block
plan was limited to a 200 m × 200 m square, which was based on typical dimensions
and densities of urban contexts [15]. And in each block, the buildings were set up with
heights ranging from 9 to 100 m, and lengths and widths ranging from 12 to 60 m.

Secondly, each city block is entered into the Houdini wind simulation system auto-
matically, which has a good synergy. This simulation method is a kind of FFD method,
which has been verified as a relatively fast and high-accuracy method in 2015 [19] and
it is successfully applied in much parametric design research, such as Nodado et al.’s
wind-induced architectural systematization [20]. It can build different models and gen-
erate corresponding wind environment analysis charts in real-time without manually
exporting the model for wind simulation in other software. To set up the wind test envi-
ronment, the minimum meshing cell size is defined as 3 m for all the models, which
can take a better balance between computational feasibility and a low average error. The
wind velocity was set as 5 m/s at a 10 m reference height for all plans. This wind velocity
was commonly observed in most urban area [15]. As for the datasets for the pix2pix
model, the input images (city blocks plans) and output images (wind speed simulation)
need to be sorted consistently and set in the same size for matching into pairs in the
machine learning process. For architects, this process may be tedious and error-prone.
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Finally, for training the Pix2pix model, we generated 1600 paired city block plans
and corresponding wind speed simulation images, the colormap of wind analysis can be
converted to label information. And for training the cycleGANmodel, we generate 1600
city block plans and 1600 wind simulation images that aren’t matched. Figure 2 datasets
samples for pix2pix model and cycleGAN model separately. The dataset samples are
shown. For curating the datasets, we divided the dataset into 90% training and 10%
testing sets, thus we used 1440 in training and 160 in testing, according to the sample
density and proportion of the dataset.

Fig. 2. Datasets samples for the pix2pix model and cycleGAN model separately

3.2 DL Model Training

In this section, we train the pix2pix model and cycleGAN to find an accurate and faster
wind simulation and prediction workflow. The two processes are set up and implemented
in Google Colab, which provides a runtime fully configured for deep learning and free-
of-charge access to a robust GPU, and it is convenient to write and execute code [21].

Pix2pix model is developed based on a conditional generative adversarial network
(cGAN) to learn a function to map from an input image to an output image. The network
is made up of two main pieces, the Generator, and the Discriminator. The Generator
transforms the input image to get the output image [22]. In this study, we use the pix2pix
proposed by Phillip Isola in 2017 [22]. the input and output resolution are set to 256 ×
256 pixels, a 50 m receptive field for the discriminator, with a learning rate of 0.0002
and generator adversarial to L1 loss ratio of 1 to 100, and all experiments were trained
for a total of 200 epochs. After every epoch, the trained weights were saved to monitor
the progress of training. Figure 3a shows the process of pix2pix model training.

In this study, we use the cycleGAN model proposed by Jun-Yan Zhu and Taesung
Park in 2017 [17]. A cycleGAN model is composed of 2 GANs, making it a total of
2 generators and 2 discriminators. One generator transforms city block plans into city
blocks with wind speed simulation result, and the other transform wind results into city
block plans. In the case of cycleGAN, a generator gets additional feedback from the
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Fig. 3. a pix2pix training process b cycleGAN training process during epoch 200

other generator. This feedback ensures that an image generated by a generator is cycle
consistent, meaning that applying consecutively both generators on an image can yield
a similar image.

To ensure the same experimental conditions, in this study, we set the same environ-
ment and parameters for the cycleGAN model as for the pix2pix model. The image of
training dataset A and B are converted to 256 × 256 pixels, with the learning rate of
0.0002 for a total of 200 epochs. When training the discriminator, the loss is divided
by 2. The weights are initialized with a Gaussian distribution with a mean of 0 and a
standard deviation of 0.02. Every epoch the training set is shuffled and partitioned into
subsets the size of the minibatch. After every epoch, the trained weights were saved to
monitor the progress of training. Figure 3b shows the process of cycleGAN training.

3.3 Performance Evaluation Method and Criteria

Firstly, we evaluate the stability and accuracy of these two models by mainly observing
the Training loss and the Fréchet inception distance (FID). We compare the training loss
graphs to observe the loss decreasing and convergence of the two models as shown in
Fig. 5a. For clearer image contrast, we reparametrize the value of the diagram. The FID
is a metric used to assess the quality of images created by a generative model, especially
in GAN [23]. It is the current standard metric for assessing the quality of GANs as of
2020, which has been used to measure the quality of many recent GANs. The FID is
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improved on the IS by actually comparing the statistics of generated samples to real
samples. It compares the distribution of generated images with the distribution of real
images that were used to train the generator [24]. The FID score is then calculated using
the following equation in this study:

FID = ∣
∣|μ − μw|
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The FID metric is the squared Wasserstein metric between two multidimensional
Gaussian distribution: N (μw, �w), the distribution of the neural network features of
the images generated by the GAN and N (μw, �w) the distribution of the same neural
network features from the real images used to train the GAN [24].

A lower FID indicates better-quality images, conversely, a higher score indicates a
lower-quality image and the relationship may be linear.

Secondly, although the FFD simulation method in Houdini is a practical and rapid
way to generate large datasets, the accuracy may not be as well as the professional CFD
simulation software. Considering more convincing results, we compare the results of
DL models, Houdini wind simulation and ANSYS Fluent (a popular and professional
CFD software). The environment settings in ANSYS are the same as in Houdini.

4 Results and Discussion

Figure 4 shows the comparison of results generated from twomodels respectively and the
real wind simulation from Houdini and ANSYS fluent. Figure 5 shows the performance
comparison in training loss and FID value of the pix2pix model and the cycleGAN.
In Fig. 4, the results indicate that both cycleGAN and pix2pix can perform well in
generation images, which are very close to the output dataset. And FFD can predict
wind environment with reasonable accuracy. The flow direction is similar between FFD
and CFD, however, discrepancies are present in flow speed.

Fig. 4. Testing results comparison of two models and ground truth simulation
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Fig. 5. Training loss diagram and FID of pix2pix and cycleGAN model

In the training loss diagram of Fig. 5, we can see that at the beginning of the training
process, the accuracy and stability of cycle GAN are not as good as that of the pix2pix
model, but after epoch 50, the two loss of models decreases and gradually converges.
In the FID diagram, both values decline from 120 to lower than 20 after epoch 100,
meaning that both of them can generate higher-quality images, the cycleGAN shows a
steady downward trend, while the fluctuation of pix2pix is relatively larger. From the
perspective of training time, for each training epoch, pix2pix only takes the 90–100 s on
average, while cycleGAN takes 300 s on average. As a result, cycleGAN can generate
images as high-quality as the pix2pix model, although it requires more training time, it
saves a lot of time performing simulation to prepare paired datasets.

However, this study still has some limitations. Although DL prediction results are
similar to CFD results in wind direction and speed, which can be used for preliminary
design decisions, wind speed results are still not as accurate as CFD results in details.
Future research could aim at usingCFD samples to train aDLmodel formore convincing
methods. The above methods are the results of software simulation. Wind simulation
of the real environment can help us to correct a more accurate DL wind simulation
workflow. Moreover, cycleGAN can only be used for preliminary and simple wind
simulation judgment at present. The application at different scales has not been tested.
Further research will utilize a larger amount of data to evaluate whether its accuracy is
related to the amount of data that achieves better performance than the pix2pix model.

5 Conclusions

In this study, with the comparison of the results from the cycleGAN model and pix2pix
model, we discover that cycleGAN can predict wind speed as accurate as pix2pix and it
has a relatively stable state in the training process but only requires more training time.
Besides, from the perspective of dataset preparation, it can greatly save time because it
enables designers to input unpaired datasets of city block and wind simulation images,
meaning that they don’t need to perform complex and repetitive wind simulations. This
study offers new thinking that enables designers to choose a faster and more accurate
workflow in deep learning for the wind environment.
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