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Abstract. GAN is an efficient generative model. By performing a latent walk in
GAN, the generation result can be adjusted. However, the latent walk cannot start
from a selected image. The embedGAN is proposed to embed selected images
into GAN and remain the generation effect. It contains an embedded network and
a generative network. Application cases of residential interior design are given
in the article. With advantages of a low computing cost and short training time,
embedGAN shows its potential. The embedGAN algorithm framework can be
applied to various GANs.
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1 Introduction

As a famous generative model in the field of machine learning, GAN has been widely
used since proposed [1]. Further development of GAN has come up and one of the
directions is to enable GAN to generate results according to users’ control, for example,
latent walks. The advantage of latent walks is that the pre-trained model is used and
there is no need to retrain the model, which brings low computation cost and it is easy to
check the effect. Latent walks can be applied to almost all types of GAN; and through
the control of latent codes, directional generation can be achieved.

The problem of latent walks is that it must start from a randomly generated latent
code, and cannot start from selected data. It is even unable to start from an image in the
training data set, as GAN learns the sample features distribution, rather than the sample
itself. At the same time, GAN training process also has the problem of insufficient
diversity. To fundamentally solve the problem of generative diversity, it is necessary to
expand the latent code dimension and make the training process invertible, like GLOW
[9].

However, this approach requires large-scale computing power and a long training
procession. If the goal is just to use any selected image for latent walk, is there a low-cost
and rapid way to enable generating selected images in GAN?

The embedGAN method proposed in this article achieves this goal and its main
functions are:
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1. Embed selected images in GAN generation distribution.
2. It hardly affects the parameters of other parts of the generative network, so that

random walks in latent space can still be carried out.

The contributions of this research are:

1. A low-cost and effectivemethod to expand the latent walk range ofGAN is proposed.
2. The effectiveness of this method is verified by experiments, and examples applied

to interior design are given.

2 Related Work

2.1 Regenerating Data in GAN

In the process of testing different evaluation standards, Shmelkov et al. tried to regenerate
data in the training set through GAN, but found that images generated by GANs have
a large gap with the selected ones [3]. A similar attempt was made in BEGAN and
experiments were conducted to reverse the latent codes of real images. In most cases,
GANs can hardly regenerate images from the training set [4]. Zhu et al. alleviated this
problem by using multiple initial points and CNN to train the mapping of images to
latent code [5]. Lipton et al. proposed a method to jump out of the local optimal solution
[6]. An attempt is to train the images together with latent code. However, the results
shows that the latent code still cannot generate the selected images well [7, 8]. It can be
seen that generating selected data of the training set in GAN is an unsolved problem.
The GLOW model can solve it, but it does not have the lightness of GAN, and it needs
to pay a very high computing cost [9].

2.2 GAN Latent Walk

In DCGAN, parts of generative features are controlled by linear operations on latent
code. But this attempt is limited to standardized data such as human faces [10]. In
3D-GAN, similar operations can also be achieved [11]. By introducing an aesthetic
evaluator, Goetschalckx L et al. performed a heuristic search on the GAN latent space,
and guided the generative network to produce images in the direction of higher aesthetic
evaluation scores [12]. Jahanian A et al. succeeded in “steering” the GAN generative
network by introducing an evaluator of lens shift [13]. Abdal et al. used a method of
embedding images for StyleGAN, and studied the generation effect of various embedded
images comprehensively [14]. However, themethod is only applicable to StyleGAN. The
method provided in this article can embed data in the initialized latent space and iswidely
applicable to various GANs.

3 Method

3.1 Principle

The input of GAN is a latent code and the output is an image. The input latent codes
are usually generated from a multivariate Gaussian distribution, of which dimensions
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are lower than the real-world features. In the process of neural network training, due
to the existence of ReLU and other activation functions, some feature information will
be lost. For the reasons mentioned above, the discriminative network can hardly learn
low-probability sample features, resulting in the generative network also unable to learn
this part of the features or regenerate images from the training set (as the real images
contains low-probability features) (Fig. 1).

Fig. 1. The training set data distribution and the GAN generative data distribution.

In order to obtained selected images from the generative network, an idea is to fine-
tune parameters of generative network and embed data. Through additional training,
the generative network can be targeted to learn some low-probability features. This
approach is equivalent to offsetting and expanding the data distribution, which improves
the diversity of generated images (Fig. 2).

Fig. 2. The training set data distribution and theGANgenerative data distribution after embedding
data
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3.2 Architecture

Experiments show that if random codes are assigned to the selected images, the entire
data distribution of the generative network will be distorted. Therefore, the key is to
find an appropriate latent code for each selected image and minimize the impact on the
distribution.

To achieve the above goals, a newGANis designed, named embedGAN.EmbedGAN
consists of a generative network and an embedded network. The two networks are mutu-
ally coordinated rather than antagonistic. To guarantee the basic quality of the output
images, the generative network is from a pre-trained DCGAN. The embedded network
consists of convolutional layers and fully connected layers. The embedded network out-
puts the appropriate latent codes according to the input target images,which also provides
the direction of the updating parameter for the generative network. The architecture is
shown in Fig. 3.

Fig. 3. The structure of embedGAN. There are two parts of network training. Firstly, the real
image Preal is input to the embedded network and the output is the code z. After z is input to
the generative network, the embedded network is optimized according to the difference of Preal
and the generative image Pfake. In the second round, the difference between Pfake and Preal is
measured to optimize the generative network.

The optimization goal of embed GAN is

min
G,E

V (G,E) = [G(E(preal))− preal]2

preal refers to the selected real image data. E(preal) refers to the latent code output by the
embedded network.G(E(preal)) refers to the image generated by E(preal). The meaning
of the formula is that the generation network G and the embedded network E should
minimize the difference between the generated images and the selected real images.
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3.3 Training Details

In the example, the data set consists 64 randomly selected real interior images. Before
formal training, the embedded network can be pre-trained for 50 epochs. After pre-
training, codes generated by the embedded network are input to the generative network,
and it can be seen that there is still a large gap between the generated images and the
target images (selected real images) (Fig. 4(a)(b)).

Fig. 4. Comparison of the target images and images generated by embedGAN.

In formal training, the learning rate of the generative network is 0.001 when the
learning rate of the embedded network is 0.002. The loss function is MSE. The Adam
optimization is used.

Fig. 5. Other images generated by a fixed random noise in embedGAN.
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Images generated by embedGAN is shown as Fig. 4(c). It can be seen that after
training, embedGAN does generate images closer to the target images. At the same
time, images generated from other random codes have stayed high quality (Fig. 5). The
trainingprocess of embedGANonly changes parts of the distribution, so that embedGAN
can still generate rich interior images besides the selected images. EmbedGAN can be
used to do latent walks with specific images.

4 Application

When designers need to explore various style features for existing residential projects,
embedGAN can help explore the design intention. Randomly select the first image of
“TheLittleWhiteApartment/Z-AXISDESIGN”project (available on thewebsite https://
www.gooood.cn/little-white-apartment-z-axis.htm) from gooood for an application trial
(Fig. 6). Limited by the training set, the size of the image is compressed to 64 * 64.

Fig. 6. Image from “The Little White Apartment/Z-AXIS DESIGN” project.

A classification network (consists of CNN layers and uses BCE as the loss function)
is trained to discriminate the decorativematerials used in interior spaces.Wood, concrete,
metal stone, marble and veneer styles are classified and the accuracy of the testing set is
97%. Based on the classification network, we can perform a heuristic search in the latent
space of embedGAN to regenerate certain features. The heuristic search is that when a
certain material score of the image is increased, the result of this exploration is retained.
The selected image is regenerated into different decorative material style (Fig. 7).

Similarly, complex features that are difficult to analyze intuitively can be genera-
tive. For example, by training a national discriminator of residential projects, different
national styles can be regenerated (Fig. 8). As can be seen from the above applications,
embedGAN achieves the ability to regenerate the selected real images into a selected
feature direction.

https://www.gooood.cn/little-white-apartment-z-axis.htm
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Fig. 7. Regenerated images in latent walks. From left to right, the generated image is more like
the decorative style of the material

Fig. 8. Images regenerated based on the direction of nations. From left to right are generated
images that are more in line with the country’s style

5 Evaluation

The generation effect of embedGAN was evaluated in two aspects. On one hand, the
difference between the images generated by embedGAN and the original images. On
the other hand, the quality of randomly generated images.

The effects of image embedding are evaluated by MSE and SSIM. The RGB pixel
mean square error (MSE) as well as structural similarity (SSIM) of the 64 embedded
images and the 64 original selected images are calculated (Fig. 9). The average of MSE
is 307.73 for the 64 * 64 pixel images, the mean deviation of each pixel is 0.07. The
mean of SSIM is 0.72 (The closer to 1, the less different the two images are). It can be
seen that embedGAN can generate images that have small differences from the selected
images.

The embedGAN generative network and the original DCGAN generative network
are compared to evaluate the random images generation quality. The two generative
networks are tested by a sameDCGANdiscriminative network. It found that embedGAN
has a larger loss function (Fig. 10). An explanation is that embedGAN is designed for a
new problem (embedding images), which makes it works worse in the original problem
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Fig. 9. The MSE and SSIM evaluation results.

(generating image from the original data set), according to the “there is no free lunch”
principle. However, under the condition of generating design intent, embedGAN can still
generate images closed enough to the data set. The loss of image quality is acceptable.

Fig. 10. Loss function of DCGAN and embedGAN generative network on a same DCGAN
discriminative network.

6 Conclusion

This study is dedicated to solving the problem that when using GAN for latent walks, it
is unable to start from a selected image. In the application of latent walks, embedding
specific data points in parts of the generative data distribution is a method that takes both
computation costs and image quality into account. This research solves this problem by
proposing a framework that includes an embedded network and a generative network.
This article verifies the effectiveness of this solution, and points out that after embedding
the data, the quality of the generation has declined to some extents. However, under the
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condition of design intention, this decline is within an acceptable range. The method
proposed in this paper is expected to be applied as a design tool.
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